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Abstract- Ensemble feature selection methods are used to improve the robustness of feature selection algorithms. 

These approaches are a combination of several feature selection methods to achieve the final ranking of features. 

The reason for using such approaches is derived from the fact that the variety of different methods is more 

effective than only one method. Each feature selection algorithm may find feature subsets that can be considered 

local optima in the feature subsets space. Ensemble feature selection is a solution to address this problem.  In this 

paper, we have proposed a bi-objective feature selection algorithm based on Pareto-based ranking. The maximum 

relevancy and minimum redundancy are considered as our two objectives. Both of the objectives are obtained by 

the ensemble of three feature selection methods. The final evaluation of features is according to a bi-objective 

optimization process and the crowding distance of features in this space for ranking the features. The proposed 

method results are compared with recent ensemble feature selection algorithms and simple feature selection 

algorithms. The results show that our classification accuracy method is superior to other similar methods and 

performs in a short time. 
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I. INTRODUCTION 

Using high-dimensional data is widespread in different 

machine learning algorithms, and they have caused some 

problems like inadequate memory and time-consuming in 

the learning process. Many fields, such as data mining, 

image processing, bioinformatics, need to find the best 

features among their high-dimensional data. Feature 

selection [12], [13] is an effective way to deal with these 

problems. Feature selection as a dimensionality reduction 

technique selects essential features and removes the 

irrelevant and redundant ones from the dataset. This 

procedure can reduce the dimensionality of data, the 

computational cost, time complexity, storage complexity, 

and also increase the classification accuracy [7], [17], [33], 

[35]. We can categorize feature selection methods from two 

perspectives: label prospective and search strategy [30]. 

Feature Selection has three modes base on labels: 

supervised, semi-supervised, and unsupervised [57]. A 

supervised feature selection method selects features based 

on label information. Supervised methods are applied to 

single-label (SL) and multi-label (ML) data [3], [21], [24]–

[26], [39]–[41]. In ML data, unlike SL, each sample contains 

more than one label, and the correlation between features 

and labels is considered as feature relevancy [42], [57]. 

Unsupervised methods refer to the methods that evaluate the 

features based on training samples without class labels [57]. 

Semi-supervised methods work with a type of data that 

includes some labeled samples [49].  

Based on the search strategy, feature selection techniques 

can be divided into filter, embedded, and wrapper methods. 

In the filter-based methods, each feature will be assessed by 

static experiment and essential specification data; hence it is 

fast for high-dimensional data [22], [54]. On the other hand, 

wrapper methods evaluate the features in the learning 

procedure. These methods assess the feature subsets to 
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determine the best values according to their predictive power 

[33]. Finally, embedded methods seek to address the 

weaknesses of the two previous techniques and use the 

strengths of both  

The ensemble of feature selection algorithms is a new 

technique that has recently been introduced. In this 

approach, the combination of several feature selection 

methods is used to obtain the final feature subset. The 

rationale for this approach is based on the old proverb "Two 

heads are better than one" and on the fact that the variety of 

different methods makes the feature selection method work 

better than only one method. Each feature selection 

algorithm may find feature subsets that can be considered 

local optima in the feature subsets space. Ensemble feature 

selection can be helpful to address this problem [4]. 

An optimization process [10], [11], [14]–[16], [36], [37], 

[44], [45] is finding the best solution out of all the possible 

solutions. Optimization is widely used in real-world issues. 

Many optimization problems consist of multiple objectives 

that need to be optimized simultaneously. These problems 

are called multi-objective optimization problems and occur 

in many engineering and medical tasks [31]. The conflict 

between objectives leads to a set of trade-off solutions called 

the Pareto optimal set instead of an optimal one. The 

solutions in the Pareto optimal set are called non-dominated 

solutions. A non-dominated solution is a solution that is not 

worse than any other solution and is better than at least one 

solution, which means that there is no solution to dominate 

it. On the other hand, Pareto-based methods have shown 

excellent performance with two or three objectives.  

An ensemble of feature selection algorithms called PEFS 

[23] is recently proposed based on a Pareto-based approach. 

This method used a two objectives process to rank the 

features based on four feature selection algorithms. The 

average and minimum rank of each feature based on feature 

selection methods are considered as the objectives. An issue 

that is not addressed in this method is considering the 

dependence on the class label and the redundancy of the 

features independently. This article has proposed a feature 

selection algorithm based on the maximum relevancy with 

the class label and minimum redundancy to improve the 

performance of the PEFS method. In the minimum 

Redundancy Maximum Relevance Ensemble Feature 

Selection (mRMR-EFS) method, we model the ensemble 

feature selection problem to a Pareto-based optimization 

problem with two objectives. These two objectives are the 

minimum redundancy and maximum relevancy, and for 

each of them, an ensemble of three feature selection methods 

is considered. The ensemble of three relevancy-based and 

three redundancy-based methods are regarded as our two 

conflicting objectives. Thus, the combination of ensemble 

feature ranking methods and the concept of Pareto 

dominance give higher ranking to the features that are not 

dominated by other features. We first combined the results 

obtained by three different relevancy-based and 

redundancy-based feature selection methods using two 

aggregation methods in the proposed method. Finally, we 

evaluated these two aggregation results using a bi-objective 

optimization. The non-dominant features are ranked in the 

bi-objective space according to their crowding distance. 

These features are removed from the space so that other 

features are ranked based on this strategy. This approach can 

balance the relevancy with class label and redundancy of 

features and give higher ranking to the most relevant 

features with the class label and the least redundancy. To 

show the superiority of the proposed method over other 

methods, six real data sets, including five biological data and 

one image data with different dimensions, have been used. 

In the obtained experiments, the proposed method in most 

datasets has a significant improvement in terms of 

classification accuracy and algorithm runtime compared to 

other methods. 

The structure of this paper is organized as follows: 

Section II deals with reviewing related methods. Section III 

will describe the fundamental concepts used in the proposed 

method, and section IV represents the proposed method in 

detail. Section 5V includes the experimental results, and 

Section VI represents the conclusion and expression of 

future works.  

II. RELATED WORKS 

Ensemble-based Filter Feature Selection (EFFS) [52] is a 

heterogeneous approach for wearable sensor-based human 

activity recognition. In this method, the aggregation of four 

filter feature ranking methods includes information gain, 

gain ratio, chi-squared, and ReliefF, are considered to 

achieve the final feature set. The aggregation method used 

in EFFS is a weighted mean, and the weight for each 

technique is obtained from multiple experiments.  

In [48], two different homogeneous and heterogeneous 

approaches are presented. They used several aggregators for 

combining the results of various rankers. In [6], an ensemble 

feature selection method is presented for high dimensional 

data. In this method, the combination of different rankers is 

done based on the reliability assessment-based aggregation 

(RAA) technique. Das et al. [9] proposed a new ensemble 

FS method based on a bi-objective genetic algorithm. This 

algorithm tries to find the best subset of dynamic mating 

features and considers rough set theory and information 

theory as their two objective functions. Ansari et al. [1] 

proposed an ensemble FS method for sentiment 

classification. They used the concept of hesitant fuzzy sets 

to combine the results of different filter FS methods. This 

approach selects top-k ranked features based on the 

relevancy score. In [20], a technique based on Maximum 

Relevancy and Minimum Redundancy (MRMR) is 

presented for ensemble FS using Hesitant Fuzzy Sets 

(HFSs). This algorithm is a filter-based method, and the 

results of different rankers are combined using the concept 

of information energy of HFSs. In [18], several ensemble FS 

methods are presented based on some basic techniques like 

max, min,… and election methods such as Borda-count, 

weighted Borda-count, and plurality voting. They also 

performed several clustering-based methods using the 

mean-shift algorithm. In these methods, eight filter-based 

feature selection methods are applied ReliefF, Maximum 

Information Coefficient (MIC), Robust Feature Selection 

(RFS), Gini-index, Correlation coefficient, Anova-based FS, 

t-test FS, and Fisher-score. All these methods are based on a 

rank aggregation procedure. 

EFS-MI [28] is an ensemble feature selection algorithm 

that used the aggregation ranks assigned to features by filter 
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… 

Final Rank 

… 

Final Rank 

feature ranking methods. This method used gain ratio, 

information gain, chi-squared, ReliefF, and symmetric 

uncertainty as to the based feature ranking methods. The 

ensemble process of this method is based on feature-class 

and feature-feature mutual information. Recently other 

ensemble feature selection procedures are proposed for high 

dimensional datasets with a low number of instances. In this 

article, some serial and parallel techniques have been offered 

[53]. Another approach is presented to deal with ensemble 

feature selection algorithms' sensitivity and minimize the 

training error. The NSGA-III is used to find the optimal 

feature subsets [38]. 

 

III. FUNDAMENTAL CONCEPT 

A. Ensemble Feature Selection 

Ensemble feature selection is the process of combining 

multiple models instead of one model. The rationale for this 

approach is based on the old proverb "Two heads are better 

than one" and on the fact that the variety of different 

methods makes the feature selection method work better 

than only one method. Various studies have shown that these 

methods usually achieve better accuracy than individual 

methods because of the diversity of these approaches and 

control of variance. Ensembles have recently been used in 

machine learning techniques such as supervised 

classification, regression, and optimization. In the area of 

feature selection, these methods have also recently been 

widely used. Ensemble FS methods can be categorized into 

two main groups: The first group is called homogeneous 

ensembles, which exploit data diversity. The data is 

partitioned into multiple partitions in these methods, and a 

feature selection method is implemented on each partition. 

Finally, the results on each partition are aggregated to 

achieve the final feature subset (Fig. 1(a)). The second group 

is called heterogeneous ensembles, which exploit the 

diversity of functions. In these methods, multiple feature 

selection methods are executed on the data, and the results 

of these FS methods aggregate to find the best subset of 

features (Fig. 2(b)) [5], [4]. 

B. Pareto-based solutions 

In multi-objective optimization problems (MOPs), the 

conflict between objectives leads to a set of trade-off 

solutions called the Pareto optimal set instead of an optimal 

one. This paper used minimization optimization for the 

Pareto optimization concepts without loss of generality [32], 

[51]. A MOP is formulated as follows: 

{
𝑚𝑎 𝑥 𝐹(𝑥) = (𝑓1 (𝑥), 𝑓2 (𝑥), … … . , 𝑓𝑛 (𝑥)),

𝑠. 𝑐. 𝑥 ∈ 𝑆
                 (1)                                                              

where 𝑛 (𝑛 ≥ 2) denotes the number of objectives, 𝑥 =
(𝑥1, … , 𝑥𝑘) is the decision variables vector, and S represents 

the set of all candidate solutions. Finally, 𝐹(𝑥) =
(𝑓1 (𝑥), 𝑓2 (𝑥), … … . , 𝑓𝑛 (𝑥) is the objectives vector that 

should be optimized. Since we consider the MOP a 

maximization problem, the vector F can be defined as a 

benefit function that estimates the quality of each solution. 
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Fig. 1.  Block diagram of (a) Homogeneous and (b) Heterogeneous 

ensemble FS. 

In multi-objective optimization problems, the following 

concepts for minimization problems are widely discussed: 

1) Pareto Dominance: An objective vector 𝑢 =
(𝑢1, … … . . , 𝑢𝑛) is said to dominate 𝑣 = (𝑣1, … … . . , 𝑣𝑛) 

(denoted by 𝑢 ≺ 𝑣) if and only if no component of 𝑣 is more 

significant than the corresponding component of 𝑢 and at 

least one component of 𝑢 is strictly significant, that is: 

∀𝑖 ∈ {1, … , 𝑛}:    𝑢𝑖 ≤ 𝑣𝑖  ⋀ ∃𝑖 ∈ {1, … , 𝑛}:   𝑢𝑖 < 𝑣𝑖  .    (2)   

Eq. 2 is shown that if we say 𝑢 dominates 𝑣, then all the 

components of 𝑢 should be greater than 𝑣.                                  

2) Pareto Optimality: A solution 𝑥∗ ∈ 𝑆 is Pareto optimal 

if, for every 𝑥 ∈ 𝑆, 𝐹(𝑥) does not dominate 𝐹(𝑥∗), i.e., 

𝐹(𝑥) ≮ 𝐹(𝑥∗).  

 

3) Pareto Optimal Set: For a given 𝑀𝑂𝑃(𝐹, 𝑆), the Pareto 

optimal set is defined as 𝒫∗ = {𝑥 ∈ 𝑆 | ∄𝑥′ ∈ 𝑆, 𝐹(𝑥′) ≺
𝐹(𝑥)}. 

 

4) Pareto Optimal Front: The projection of the Pareto 

optimal set on the objective space is considered as Pareto 

optimal front. 
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C. Crowding Distance 

The crowding distance of a solution represents the density 

of other solutions surrounding it. Fig. 2 shows the 

calculation of the crowding distance of solution  𝑆 in a bi-

objective space. This distance is based on estimating the 

largest cubed enclosing 𝑆 so that any other solution is not 

included. The crowding distance of points 𝑎  and 𝑏  are set 

to infinite. Then, the crowding distance is obtained by 

normalizing the calculated distance with the difference 

between the maximum and minimum distance on the same 

Pareto front [46], [55].   

 

Fig. 2.  Crowding distance of point  𝑺 in a bi-objective space 

IV. PROPOSED METHOD 

In this section, we discuss our proposed method in detail. 

This method used a filter-based heterogeneous procedure. In 

this method, we used the combination of ensemble FS 

methods and a Pareto-based optimization procedure.  

Algorithm 1 shows the step-by-step process of the proposed 

method. 

A. Motivation 

Ensemble methods can be used to improve the robustness 

of FS algorithms. Each FS algorithm may find feature 

subsets that can be considered local optima in the feature 

subsets space. Ensemble feature selection can help address 

this problem by combining the outputs of multiple FS 

algorithms and improving accuracy.  

In the real world, many problems consist of multiple 

objectives that need to be optimized simultaneously. The 

conflict between goals leads to a set of trade-off solutions 

called the Pareto optimal set instead of an optimal one.             

The solutions in the Pareto optimal set are called non-

dominated solutions. A non-dominated solution is a solution 

that is not worse than any other solution and is better than at 

least one solution, which means that there is no solution to 

dominate it. Based on experiments, the Pareto-based 

methods have shown excellent performance with two or 

three objectives. The main reason is that with the increase in 

the number of the objective, almost every solution becomes 

non-dominated that loses the performance of Pareto-based 

algorithms.  

Recently a new ensemble of feature selection algorithms 

called PEFS is proposed based on the concept of Pareto 

dominance. This method used a rank fusion strategy based 

on multiple feature selection algorithms. In this method, the 

relevancy between features and class labels and the 

redundancy of features are not modeled independently. Thus 

to improve the performance of this method, we have 

proposed a minimum redundancy maximum relevancy 

(mRMR) strategy. For this purpose, we used three 

relevancy-based and three redundancy-based feature 

selection methods. Therefore we have a bi-objective 

optimization problem with conflicting objectives. 

 

B. MRMR-EFS: The proposed minimum redundancy 

maximum relevance ensemble feature selection: A bi-

objective Pareto-based approach 

Now we describe the steps of algorithm 1 as our proposed 

method. We define an empty vector (w) as a feature ranking 

vector to add its features in the first step. 

         In step 2, we have applied three FS methods (Fisher-

Score [19], MIC [19], and Information Gain (IG)) to a 

dataset to achieve the feature relevance rankings (R1). The 

structure of the R1 matrix is presented as follows: 

R1 = [

𝑟11 𝑟21 𝑟31

𝑟12 𝑟22 𝑟32

⋮
𝑟1𝑀

⋮
𝑟2𝑀

⋮
𝑟3𝑀

] (1) 

where the first column of the R1 matrix represents the rank 

of each feature assigned by IG, the second one is Fisher-

score, and the last column refers to the MIC method.  

To obtain our first objective vector, the minimum value of 

each row of the R1 matrix is representing the relevance value 

as follows: 

𝐹1
= [𝑚𝑒𝑎𝑛(𝑅1(1, : ), 𝑚𝑒𝑎𝑛(𝑅1(2, : ), … , 𝑚𝑒𝑎𝑛(𝑅1(𝑀, : )] 

(2) 

a

S+1

S-1

S

b

F1

F2

Algorithm 1:  Minimum redundancy maximum relevance ensemble 

feature selection: A bi-objective Pareto-based approach (MRMR-EFS)  

Input: N × M Feature data matrix 𝑿, N × 1 label vector 𝒀, feature index 

F 

Output: Feature ranking vector w 

1. 𝒘 = ∅; 
2. R1=Calculate the relevancy matrix (ranks) based on three relevancy-

based FS methods; 
3. R2=Calculate the redundancy matrix (ranks) based on three 

redundancy-based FS methods ; 
4. F1=Calculate the minimum value for each feature based on the R1 

matrix ; 

5. F2=Calculate the  average value for each feature based on the R2 
matrix; 

6. While (𝐅~ = 𝟎) 

7.         Perform non-dominated sorting on F1 and F2 vectors; 

8.         S = non-dominated feature subset; 

9.          Pareto-num{features ∈ 𝑺} = k; 

10.           𝒌 = 𝒌 + 𝟏; 

11.           F = F - S; 

12.   end while 

% Sort the features with the same Pareto-num according to their crowding 

distance in objective space 

13.   d = Calculate the crowding distance of each solution (feature); 

14.   R = ParetoNum  + 1/(1+d); 

15.   w = sort the features based on their values in R in ascending order; 
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In step 3, we have applied three FS methods (LLCFS [56], 

CFS [34], and Cosine distance) to a dataset to achieve the 

feature redundancy rankings (R2). To obtain our first 

objective vector, the minimum value of each row of the R1 

matrix is representing the relevance value as follows: 

The structure of the obtained R2 matrix is presented as 

follows:  

R2 = [

𝑑11 𝑑21 𝑑31

𝑑12 𝑑22 𝑑32

⋮
𝑑1𝑀

⋮
𝑑2𝑀

⋮
𝑑3𝑀

] (3) 

where the first column of the R2 matrix represents the rank 

of each feature assigned by LLCFS, the second one is CFS, 

and the last column refers to the Cosine distance method.                                                   

To obtain our second objective vector, the average value 

of each row of the R2 matrix is representing the rankings 

according to the redundancy-based method as follows: 

𝐹2 = [𝑀𝑒𝑎𝑛(𝑅2(1, : ), 𝑀𝑒𝑎𝑛(𝑅2(2, : ), … , 𝑀𝑒𝑎𝑛(𝑅2(𝑀, : )] (4) 

In steps 6 to 12 of Algorithm (1), a non-dominated sorting 

with two following objectives is performed, and the 

algorithm assigns a Pareto number to each feature. In step 

13, we set up our secondary measure to sort the same Pareto 

number features. To do this, the crowding distance of each 

feature is calculated in the bi-objective space and stored in 

vector d. In the last step of Algorithm (1), first, we normalize 

the crowding distance of features to a value in the interval 

[0, 1] and then set a score to each feature based on the 

following equation: 

R = ParetoNum + 1 / (1+d) (5) 

Now we can sort the features based on their value in R in 

ascending order and store the results in a w vector that the 

user can select a desired number of features. 

V. EXPERIMENTAL RESULTS 

To measure the performance of our proposed method, we 

have compared it with six simple FS methods which: Fisher-

Score [19], MIC [19], LLCFS [56], ReliefF [47], Gini-index 

[19], and CFS [34]. We have also compared our method to 

the five ensemble FS method based on rank aggregation. 

These methods are E-Borda [18] which uses the Borda-count 

method, E-WBorda [18] uses weighted Borda-count, E-Plu 

[18] uses plurality voting, and PEFS [23], and EFFS [52] use 

the mean and minimum rank which assigned to each feature 

by feature selection methods. 

To measure the performance of the proposed mRMR-EFS 

and competing methods, we used the accuracy [5] metric.  

A. Datasets 

We used six real-world datasets obtained to measure the 

performance of the proposed method with comparing 

methods. Table 1 contains the properties of the following 

datasets.  

 

 

B. Results 

For all comparing methods, the value of each parameter 

is set based on the recommendations by that corresponding 

paper. K-nearest neighbors (K-NN) classifier is used to 

compare the classification performance of the comparing 

algorithms and considered the number of neighbors equal to 

5. For each test, randomly, 60% of the samples are chosen 

as training data and the remaining 40% considered as test 

data. The reported results are averaged results achieved by 

20 separate runs for each method; for testing each method, 

as the user determines the number of selected features, we 

change the size of features subset from 10 to 100, which 

results in 100 different runs on each dataset. In our method, 

the number of features is determined by the user. All the  

computations have been done on windows 8.1-64bit 

machine with Intel® Core (TM) i5-M460 and 4GB Ram, 

using MATLAB® 9.4.0.813654 (R2018a). 

 

1) Comparison between the proposed method and based FS 

methods 

Figs. 3 to 8 show the classification performance for 

accuracy criterion comparing based FS methods. In these 

figures, the horizontal axis indicates the number of selected 

features, and the vertical axis represents comparison criteria. 

To evaluate the proposed method, we used 10 different 

intervals for comparison. First, we have compared the 

different methods with the top 10 features in the ranking 

system, and then each time, we have added 10 features to the 

number of features selected by the user. For each number of 

features, 20 different runs have been performed and the 

results obtained are the average of these different runs. As a 

result, for each dataset, each feature selection method is 

performed 200 times separately. 

 

 

 

Fig. 3.  Accuracy for Pomeroy dataset 

 

TABLE 1 

DESCRIPTION OF THE USED DATASETS 

Dataset Instances Features Domain Reference 

DLBCL 77 5470 Biology [50] 
Shipp 77 7130 Biology [50] 

Pomeroy 60 7129 Biology [43] 

Semeion 1593 257 Image [2] 
Lung 203 3313 Biology [30] 

NCI60 64 6831 Biology [29] 
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Fig. 4.  Accuracy for Shipp dataset 

 

Fig. 5.  Accuracy for DLBCL dataset 

 

Fig. 6.  Accuracy for Semeion dataset 

 

Fig. 7.  Accuracy for Lung dataset 

 

Fig. 8.  Accuracy for NCI60 dataset 

The obtained results of mRMR-EFS and all comparing 

methods are also compared statistically. For this purpose, 

The Friedman test [27] is applied to the obtained results. The 

desired significance level for the post-hoc test is set to 0.05. 

If the result obtained by the Friedman test is less than the 

significance level, we perform a test for pairwise 

comparison of variables according to Conover [8]. The 

results of the Friedman test on mRMR-EFS against the other 

methods on 6 datasets are shown in the last row of Tables 2. 

The values show the obtained p-values of each method 

comparing the mRMR-EFS method by the Friedman test. 

Also, the (+) sign indicates that our method statistically wins 

the comparing method, and respectively signs (=) and (-)   

show the tie and loss. The number of overall win/tie/loss of 

our method against others is shown in Table 2. 

 

 

 
TABLE 2 

THE OBTAINED P-VALUES BY THE FRIEDMAN TEST IN TERMS OF 

ACCURACY AGAINST BASED FS METHODS. 
Dataset MRMR -

EFS VS 

CFS 

mRMR-

EFS VS 

LLCFS 

mRMR-

EFS VS 

Fisher-

Score 

mRMR-

EFS VS 

MIC 

mRMR-

EFS VS 

Gini-index 

mRMR-

EFS VS 

Relief 

Shipp 0.0005(+) 0.0005(+) 0.0018(+) 0.0004(+) 0.0004(+) 0.0005(+) 
DLBCL 0.0005(+) 0.0005(+) 0.008(+) 0.0005(+) 0.0005(+) 0.0005(+) 
Pomeroy 0.0087(+) 0.1659(=) 0.0087(+) 0.0153(+) 0.0016 (+) 0.0018(+) 

Lung 0.0005(+) 0.0005(+) 0.0005(+) 0.0016(+) 0.0005(+) 0.0005(+) 
NCI60 0.0005(+) 0.0005(+) 0.0005(+) 0.0015(+) 0.0005(+) 0.0005(+) 

Semeion 0.0005(+) 0.0153(+) 0.0056(+) 0.0018(+) 0.0005(+) 0.0005(+) 
       

 

 

 
TABLE 3 

ACCURACY OF ENSEMBLE METHODS FOR SHIPP DATASET. 
M/fea mRMR-

EFS 

E-Borda E-Wborda E-Plu PEFS EFFS 

10 0.8600 0.7133 0.7167 0.8233 0.8467 0.8000 

20 0.8867 0.7500 0.7300 0.8733 0.8433 0.8133 

30 0.8933 0.7500 0.7667 0.8533 0.8667 0.8400 

40 0.9033 0.7667 0.7833 0.8567 0.8667 0.8300 

50 0.9000 0.7600 0.7967 0.8633 0.8767 0.8200 

60 0.8967 0.7833 0.7933 0.8600 0.8800 0.8300 

70 0.8932 0.7767 0.7867 0.8767 0.8833 0.8433 

80 0.9000 0.7867 0.7900 0.8883 0.8900 0.8467 

90 0.9000 0.7700 0.7633 0.8700 0.8800 0.8533 

100 0.9067 0.7733 0.7533 0.8800 0.8933 0.8533 

Friedman 

Test 

 0.0005  

 (+) 
0.0005  

 (+) 
0.0018

(+) 
0.0005  

 (+) 
0.0005  

 (+) 

 

 

 



Minimum redundancy maximum relevance ensemble feature selection…………………………….....Amin Hashemi et al. 

 

26 

 

TABLE 4 

ACCURACY OF ENSEMBLE METHODS FOR DLBCL DATASET. 
M/fea mRMR-

EFS 

E-

Borda 

E-

Wborda 

E-Plu PEFS EFFS 

10 0.8500 0.7433 0.8133 0.8433 0.8400 0.8100 

20 0.8733 0.7833 0.8167 0.8700 0.8667 0.8300 

30 0.8933 0.7733 0.8367 0.8967 0.8833 0.8367 

40 0.9033 0.7633 0.8200 0.9200 0.9000 0.8200 

50 0.9167 0.7533 0.8267 0.9333 0.9000 0.8300 

60 0.9200 0.7667 0.8267 0.9300 0.9067 0.8367 

70 0.9133 0.7900 0.8067 0.9267 0.9100 0.8433 

80 0.9133 0.7733 0.8100 0.9067 0.9000 0.8467 

90 0.9133 0.7833 0.8300 0.9133 0.8967 0.8400 

100 0.9167 0.7967 0.8433 0.9200 0.9167 0.8427 

Friedman 

Test 

 0.0005 

(+) 
0.0004 

 (+) 
0.2938(=) 0.0051 

(+) 
0.0005(+) 

 
TABLE 5 

ACCURACY OF ENSEMBLE METHODS FOR SEMEION DATASET. 
M/fea mRMR-

EFS 

E-

Borda 

E-

Wborda 

E-Plu PEFS EFFS 

10 0.8641 0.6958 0.7391 0.8378 0.8532 0.8107 

20 0.8928 0.7783 0.8702 0.8721 0.8898 0.8920 

30 0.9102 0.8251 0.9003 0.8954 0.9124 0.9086 

40 0.9259 0.8440 0.9100 0.9096 0.9217 0.9166 

50 0.9352 0.8724 0.9174 0.9220 0.9301 0.9309 

60 0.9402 0.8793 0.9223 0.9331 0.9424 0.9367 

70 0.9440 0.8895 0.9254 0.9425 0.9476 0.9396 

80 0.9447 0.8981 0.9287 0.9440 0.9501 0.9388 

90 0.9505 0.9064 0.9279 0.9469 0.9505 0.9429 

100 0.9527 0.9097 0.8256 0.9493 0.9526 0.9443 

Friedman 

Test 

 0.0005 

(+) 
0.0018   

(+) 
0.0029(+) 1 

(+) 
0.0153(+) 

 
TABLE 6 

ACCURACY OF ENSEMBLE METHODS FOR NCI60 DATASET. 
M/fea mRMR-

EFS 

E-

Borda 

E-

Wborda 

E-Plu PEFS EFFS 

10 0.2960 0.2160 0.1840 0.2600 0.3000 0.3280 

20 0.3600 0.2760 0.2000 0.3280 0.3280 0.4360 

30 0.3920 0.2640 0.2120 0.3080 0.3560 0.4080 

40 0.4120 0.2760 0.2160 0.3640 0.3480 0.4040 

50 0.4320 0.2680 0.1960 0.3520 0.3640 0.4400 

60 0.4200 0.3240 0.2320 0.3480 0.3840 0.4200 

70 0.4240 0.3240 0.2720 0.3640 0.3720 0.4400 

80 0.4320 0.3120 0.2760 0.3880 0.3960 0.4440 

90 0.4440 0.3040 0.2560 0.3680 0.4000 0.4640 

100 0.4320 0.3280 0.2520 0.3480 0.4120 0.4640 

Friedman 

Test 

 0.0005 

(+) 
0.0005  

(+) 
0.0018(+) 0.0056 

(+) 
0.0358(-

) 

 

TABLE 7 

ACCURACY OF ENSEMBLE METHODS FOR POMEROY DATASET. 
M/fea mRMR-

EFS 

E-Borda E-

Wborda 

E-Plu PEFS EFFS 

10 0.6167 0.6333 0.6250 0.6083 0.6125 0.6167 

20 0.6583 0.5875 0.6375 0.5750 0.5833 0.6333 

30 0.6375 0.6000 0.5958 0.5917 0.5833 0.5958 

40 0.6542 0.6083 0.6042 0.6000 0.5625 0.6000 

50 0.6542 0.6167 0.6042 0.6292 0.5542 0.5875 

60 0.6708 0.5917 0.6125 0.6292 0.5917 0.6042 

70 0.6417 0.5750 0.6167 0.6333 0.5875 0.5917 

80 0.6458 0.6000 0.6208 0.6298 0.6000 0.6042 

90 0.6375 0.5958 0.6042 0.6292 0.6042 0.6167 

100 0.6458 0.5917 0.6167 0.6250 0.6083 0.6083 

Friedman 

Test 

 0.0018  

(+) 
0.0056 

 (+) 
0.0005 

(+) 
0.0005 

(+) 
0.0029(+) 

 
TABLE 8 

ACCURACY OF ENSEMBLE METHODS FOR LUNG DATASET. 
M/fea mRMR-

EFS 

E-Borda E-

Wborda 

E-Plu PEFS EFFS 

10 0.8704 0.8148 0.8407 0.8185 0.8519 0.8111 

20 0.8901 0.8420 0.8605 0.8704 0.8802 0.8642 

30 0.9222 0.8667 0.8580 0.8778 0.9025 0.8926 

40 0.9284 0.8753 0.8790 0.8815 0.9111 0.8951 

50 0.9284 0.8926 0.9778 0.8815 0.9160 0.8914 

60 0.9296 0.8914 0.8926 0.8988 0.9222 0.9062 

70 0.9284 0.8963 0.9086 0.9000 0.9247 0.9123 

80 0.9233 0.8988 0.9160 0.9062 0.9222 0.9099 

90 0.9321 0.9074 0.9160 0.9074 0.9309 0.9198 

100 0.9333 0.9074 0.9247 0.9074 0.9321 0.9099 

Friedman 

Test 

 0.0005  

(+) 
0.0005 

 (+) 
0.0005 

(+) 
0.0029   

(+) 
0.0005(+) 

2) Comparison between the proposed method and 

ensemble FS methods 

Tables 3 to 8 show the classification performance for 

accuracy criterion comparing ensemble FS methods. The 

obtained results of MRMR-EFS and all comparing methods 

are also compared statistically. For this purpose, The 

Friedman test [27] is applied to the obtained results. The 

desired significance level for the post-hoc test is set to 0.05. 

If the result obtained by the Friedman test is less than the 

significance level, we perform a test for pairwise 

comparison of variables according to Conover [8]. 

 The Friedman test results on mRMR-EFS against the 

other methods on 6 datasets are shown in the last row of 

Tables 3-8. In the last row of tables, the p-values of each 

method comparing the MRMR-EFS method obtained by the 

Friedman test are recorded. Also, symbol (+) in the last row 

of each table indicates that our method statistically wins the 

comparing method, and respectively signs (=) and (-)   show 

the tie and loss. Finally, we showed the number of overall 

win/tie/loss of our method against base and ensemble 

methods in Table 9, and Table 10 represents the run-time of 

ensemble algorithms. 

C. Discussion  

In this method, we treated the problem of ensemble 

feature selection as a bi-objective optimization approach. 

We considered the FS methods as our decision matrix and 

tried to construct a ranking system for features by the 

concept of Pareto dominance. We tried to combine 

redundancy-based and relevancy-based FS methods to 

achieve the most relevant and less redundant feature subset. 

To do this, the ensemble of three redundancy-based methods 

and three relevancy-based methods are considered as our 

two conflicting goals. So our optimization process is a 

combination of redundancy and relevancy methods. We 

used two objectives for this optimization. These two 

objectives are the average and minimum values assigned by 

FS methods to features. We used the combination of two 

ensemble feature selection method to improve the 

performance of the proposed method compared to the 

competitive methods. In this paper, we tried to improve 

another Pareto-based method called PEFS proposed for 

ensemble feature selection. This method just considers the 

optimization based on some feature selection methods and 

has not modeled the relevancy-based and redundancy-based 

methods separately. 

We classified the results of the proposed method 

compared to other methods into two groups. The first group 

is the results of comparing the proposed method against 

based FS methods. The results of this category are presented 

in Figs 3 to 8. The second group is the results of comparing 

the proposed method against ensemble FS methods. These 

results are also presented in Tables 3 to 8. The overall 

win/tie/loss in Table 9 and the averaged run-time of 

algorithms are recorded in Table 10. The results show that 

our method is superior to other methods in all evaluation 

criteria. According to these results, the MRMR-EFS method 

is swift, and according to the values in Table 10, the 

proposed method is so much faster than all ensemble 

methods. If we consider d as the number of features and L as 

the number of simple feature selection methods used in the 

ensemble process. In our method, we used non-dominated 
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sorting, mean, and min functions whose computational 

complexity is 𝑂(𝑑2𝐿), 𝑂(𝑑𝐿), and 𝑂(𝑑𝐿), respectively. 

Thus we can say that the computational complexity of our 

method is 𝑂(𝑑2𝐿 + 2𝑑𝐿). Since the value of the L parameter 

is constant in our method and it is equal to 3, then we can 

conclude that the overall computational complexity is 

𝑂(𝑑2). 
TABLE 9 

THE WIN/TIE/LOSS RESULTS OF MRMR-EFS AGAINST THE ENSEMBLE 

FS METHODS BASED ON FRIEDMAN TEST 
MRMR-EFS 

against 

Accuracy (win/tie/loss) 

E-Borda 6/0/0 
E-Wborda 6/0/0 

E-Plu 5/1/0 
PEFS 5/1/0 

EFFS 5/0/1 
CFS 6/0/0 

Fisher-Score 6/0/0 
LLCFS 5/1/0 

MIC 6/0/0 
ReliefF 6/0/0 

Gini-index 6/0/0 
Total 62/3/1 

 
TABLE 10 

THE AVERAGE RUNTIME OF MRMR-EFS AGAINST THE ENSEMBLE FS 

METHODS 
M/fea mRMR-

EFS 

E-

Borda 

E-

Wborda 

E-Plu PEFS EFFS 

NCI60 5.84 1220 1110 1114 4.55 1101 

DLBCL 3.64 670 791 688 2.45 671 

Semeion 5.28 670 791 688 3.27 671 

Shipp 5.51 2008 2013 2010 3.67 2007 

Lung 8.30 3059 3063 3057 6.87 3050 

Pomeroy 4.68 3763 3770 3760 3.20 3757 

 

 

VI. CONCLUSION AND FUTURE WORKS 

In this work, we proposed a new feature selection algorithm 

for ensemble learning called, the mRMR-EFS which maps 

the features selection process to a Pareto-based procedure. 

This method is based on a filter-based strategy and used a 

heterogeneous approach for ensemble learning. In this 

method, after we obtained the scores of features based on 

multiple FS methods and construct objective vectors, we 

deliver this data as our objectives to a non-dominated sorting 

method. The results of different datasets show the optimality 

and efficiency of the proposed method. The disadvantage of 

this method is that it considers the impact of all feature 

selection algorithms equally in the ensemble process. We 

think that for achieving better accuracy, a weighting strategy 

can be useful. We intend to improve our work using a 

weighting strategy for feature selection algorithms and use 

other approaches for ensemble FS, especially graph-based 

approaches. We also try to extend our work to other types of 

feature selection, like online feature selection. 
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گیرند. در این رویکردها نتایج چندین روش های شورایی مورد استفاده قرار میهای انتخاب ویژگی، روشالگوریتمبرای بهبود  -چکیده

شوند تا مجموعه ویژگی نهایی حاصل شود. انتخاب ویژگی شورایی بر اساس این حقیقت است که تنوع انتخاب ویژگی با هم ترکیب می

کند. هر الگوریتم انتخاب ویژگی ممکن است یک اپتیموم محلی را در فضای ش عمل میهای انتخاب ویژگی بهتر از تنها یک روروش

گیرند. در این مقاله ما های انتخاب ویژگی شورایی برای حل این مشکلات مورد استفاده قرار میها در نظر بگیرد. در نتیجه روشویژگی

های انتخاب ویژگی بندی روشمفهوم غلبه پارتو برای بهبود دقت دستهدهی مبتنی بر یک الگوریتم انتخاب ویژگی شورایی بر اساس رتبه

هدفه و مفهوم فاصله ازدحام، سازی دوایم. این روش با استفاده از یک فرآیند بهینههای پایه انتخاب ویژگی ارائه دادهشورایی حاضر و روش

دهی آنها می پردازد. ما این به رتبهنیز افزونگی هر ویژگی  و در نظر گرفتن میزان همبستگی با برچسب کلاس وها در این فضا ویژگی

دهنده برتری روش در ایم. نتایج نشانهای پایه انتخاب ویژگی مقایسه کردههای انتخاب ویژگی شورایی جدید و الگوریتمروش را با روش

 شود.میها اجرا تری نسبت به سایر روشبندی است و همچنین در زمان کوتاهمعیار دقت دسته

 مفهوم غلبه پارتودهی مبتنی بر رتبهسازی دو هدفه، انتخاب ویژگی شورایی ، فاصله ازدحامی ، بهینه ی کلیدی:هاواژه
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