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Abstract- Text line segmentation is an important stage of the optical character recognition (OCR) algorithms.
To analyze and recognize a document, text lines have to be segmented accurately. Text line segmentation of
handwritten documents is more difficult than that of machine-printed ones. Curved and multi-skewed text lines,
overlapping text lines, and very small text lines are the main challenges. Most of the proposed approaches did
not consider local features of text lines in a document image. In our proposed method, both global and local
features are considered. The proposed method is based on using directional 2D anisotropic filters. The parameters
of our method are tuned based on a main global parameter which is computed for each document, separately.
Hence, the proposed method is a dataset-independent method. A document is divided into several blocks for
which some local characteristics are calculated. In each block, text regions are detected by using local
characteristics such as the block skew. In order to estimate the skew of text regions in a block, a novel text block
skew estimation algorithm is proposed in this paper. Experimental results show that the proposed method
outperforms all the state-of-the-art methods on three standard datasets. Our final F-Measure are 0.54%, 0.03%,
and 0.02% greater than the winner of ICDAR2013 text line segmentation contests on ICDAR2013, ICDARO09,
and HIT-MW datasets, respectively. The experiments proved that the proposed method can accurately segment
text lines of complicated handwritings.

Keywords- Text line segmentation, handwritten documents, script-independent method, directional 2D filters.

vertical strips in which text line parts are detected. By
. INTRODUCTION merging detected text line parts, text lines are constructed.
Although, these approaches work more accurate than the
conventional horizontal projection-based methods, they
have problems with large skewed documents, overlapping
text lines, and the documents containing incomplete text
lines. Furthermore, setting the value of strip width is another
problem of these methods [8]. Some recent methods such as
[9] and [7] tried to improve the accuracy of projection
profile-based methods.

Segmentation of a document image into text lines is a
problem that is not solved completely, particularly for
unconstraint handwritten documents. Inaccurate
segmentation of text lines reduces the final text recognition
performance. Text line (TL) segmentation algorithms have
challenges with multi-skewed TLs, curved TLs,
correlated/overlapping TLs, and very small TLs.

In machine-printed texts and simple/regular documents,
text lines are simply separable by using the methods based
on horizontal projection analysis [1]. For documents with
more complexity, the performance of these methods
dramatically decreases. To improve the accuracy and
efficiency, a number of methods were proposed based on
piece-wise horizontal projection analysis [2]-[7] in various
scripts. In these methods, a document image is divided into

Minimal spanning tree clustering-based method was
proposed to extract multi-skewed text lines [10]. Text lines
should be written with large enough space between them to
be accurately separable by this method. Li et. al. proposed a
probability density function-based method by which
overlapping text lines were properly extracted. But, multi-
skewed text lines were not accurately segmented [11].
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A number of text line segmentation methods used Hough
transform to detect directions of text lines [12]-[14]. Since
the Hough transform requires straight lines (generally,
regular shapes) to detect, curved text lines could not be
detected by the Hough transform. To overcome this
problem, in [13] and [14] a block based Hough transform
was used.

Recently, some methods based on run-length analysis
[15][16], active contours [17], morphology operations [18]—
[20], level set [11], k-shortest paths optimization [21],
textures [22], recurrent neural networks [23], convolutional
neural networks [24]-[27], graph analysis [28],
gradient/derivative [29][30], and dynamic programming
[31], have been proposed to segment text lines.

Ziaratban and Faez proposed a script-independent text
line extraction method in which the image was divided into
several overlapping blocks [8]. The skew of each block was
estimated using a directional gradient algorithm. Some
representative points were found in each block by processing
a horizontal projection profile of the de-skewed block. A
clustering algorithm was proposed and applied on
representative points of the whole document image to extract
the overall text line paths.

Some state-of-the-art methods participated in text line
segmentation contests [32][33] and were tested using
standard datasets. The result of the proposed method is
compared with the results of these approaches. More details
about these approaches can be found in [33].

GOLESTAN Method was proposed by Ziaratban and won
the third place in the ICDAR2013 contest. In this method, a
document image was first blurred by using a 2D Gaussian
filter. The blurred image was divided into several
overlapping blocks. Skew angles of blocks were computed
and the blocks were de-skewed. The block skew estimation
algorithm was similar to the one in [8]. Text line regions
were extracted by applying an adaptive thresholding
algorithm. The binarized block was rotated back to its
original skew. By merging extracted text regions, overall
text line paths were obtained. Separator boundaries were
made by skeletonization of the background of the path image
[34].

Most of the state-of-the-art methods participated in text
line segmentation contests do not consider local
characteristics of text lines and apply their algorithms to the
whole document image. To the best of our knowledge, none
of the previous methods calculated and used local text line
skews for better text line segmentation. In this paper, a novel
text block skew estimation algorithm is proposed. Previous
methods were almost designed to overcome only one of the
main challenges (curved /multi-skewed TLs, and
correlated/overlapping TLs). We try to solve both
challenges simultaneously.

In the proposed method, first, a vertical centralization
algorithm is proposed and applied on CCs (Connected
Components) to reduce effects of CCs influences in other
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adjacent text lines. To overcome the segmentation of multi-
skewed and curved text lines, a document image is divided
into several overlapping blocks using the approach
introduced in [8],[34]. Instead of extraction of text lines
from the whole image, for each block, text line sub-regions
are extracted with respect to the estimated local skew. A
novel skew estimation algorithm is proposed to detect the
skew of each block, separately. To overcome the
segmentation of overlapping/touching text lines, probability
maps of text line pixels are used in the proposed method. An
adaptive thresholding approach [34] is used to extract text
regions for each block. Merging extracted text regions
construct text line regions. After merging text regions, some
adjacent text lines may incorrectly connect to each other and
make a combined text line region. Two algorithms are
proposed to segment text lines of a combined text line
region. Moreover, an algorithm is proposed to detect small
missing text lines. Skeleton of the background of the
detected text line regions constructs separator boundaries by
which text lines are separated. Finally, to decide about the
CCs which have junctions with the separator boundaries, a
CC assignment algorithm is proposed. The block diagram of
the proposed method is shown in Fig.1.

The remaining of the paper is organized as follows: in
Section 1, the proposed methodology for text line detection
and segmentation is described. Section 11l deals with the
experimental results and quantitative comparisons of the
proposed method and the state-of-the-art methods on three
standard datasets. Finally, concluding remarks are presented
in Section IV.

To have a script-independent text line segmentation
method, the parameters should be tuned based on some
characteristics of an input image. We use the overall height
of CCs, he , which is an important and useful parameter of
a document image and is defined as the average value of
height of CCs [34].

PROPOSED TEXT LINE SEGMENTATION METHOD

2.1. Vertical centralization of CCs

As mentioned earlier, one of the challenging problems in
the text line (TL) segmentation is the overlapping TLs. In
our method, an algorithm is proposed to reduce the effects
of CCs pixels which are not usually close to the overall
hypothetical path (baseline) of a text line. To this end, each
CC is vertically centralized by using the following equation.

CCyc(x,y) =
0.5CC(x,y)

CC(x,y) exp (— m)
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0.5CC(x,y) exp (—

h; > 2 hee
(hi £ 2hee) A (hi +w; > hee) Q)
x/-0.5 hi)

5 elsewhere
20

where ¢c(x,y) and ¢c,(x,y) are the foreground pixels of an
original CC and the vertically centralized CC, respectively.
h; and w; are the height and width of i-th CC, respectively.
I,¢(x, y) is the image containing vertically centralized CCs.
Usually in Gaussian kernels, the value of ¢ is set to 0.33 of
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the length of the Gaussian window. Hence, the value of g in
Eqg. (1) is set to 0.33h;. Fig.2 shows the result of the vertical
centralizing of CCs for an instance text image.

2.2. Block skew estimation

Several document skew estimation methods have been
proposed that most of them estimates the overall skews for
the whole document. In addition, in the conventional
methods, the skews of the whole texts in a document should
not have wide varieties. To overcome the cases of multi-
skewed documents, we have to divide a document into some
blocks. Since the text components in a block is very lower
than the whole document, a robust and reliable skew
estimation approach is needed.

In the proposed method, the most probable angle among
the angles assigned to a set of pixels (selected foreground
pixels) of a block is considered as the skew of a block. In
other words, our block skew estimation method is a pixel-

level process.

Estimation of overall height of CCs (h..)
Vertical centralization of CCs

Dividing a document image into overlapping blocks

[ Block-level processes |

Block skew estimation |
xt line sub-region detection in each block I

Text line Region (TLR) construction by aggregating the
detected text line sub-regions

[ TLR-level processes |

A

Redundant TLR removing

Detection of missing TLRs

Segmentation of combined TLRs (1** Phase)

TLR extension

Segmentation of combined TLRs (2" Phase)

Overall text line segmentation by thinning background of
the image of TLRs

Fine text line segmentation by using CC assignment
Segmented text lines /4

Fig.1. Proposed method
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Hence, to have more reliable block skew estimation, a set of
reliable pixels is determined (by applying a mask on images)
to be used for the block skew estimation. To obtain the mask
image, first an input image containing vertical centralized
CCs, I,c(x,y), is smoothed by a small 2D Gaussian filter
(G,) and then the blurred image is binarized.

1 y2
Gs(x,y) = Zrayay P (—U—% - U_}z]) )
IS(X,y) = IVC(xly) * Gs(xry) =
ZleZyrIVC(x’_x;y,_y)Gs(x,'y,) (3)

In the mask image, we want to have some regions
bounding the main body of written words. Hence, the pixels
of the mask image should be set to zero in the regions in
which the probability of occurrence of text elements is very
low. The height of the smoothing filter should be around the
heights of the main bodies of characters/words. Therefore,
the filter height is set to h... Since the overall shape of
words is usually wider in horizontal direction, the width of
the filter is set to 1.5xfilter height. In Gaussian filters, the

1 .
values of ¢ are usually set to s of the kernel size. Hence, the

values of o, and o, are set to 0.2h, and 0.3h.,

respectively. A kernel of the filter for a sample text image is
shown by a yellow rectangle in Fig.1(c).

Fig.1 (d) shows the smoothed image, I, of I, for the
sample text image. Three different thresholds are applied to
the smoothed image in Fig.1 (d) to create the mask image.
Yellow, Blue, and red regions in Fig.1 (e) obtained by using
thresholds equal to 0.08, 0.12, and 0.16 for binarization,
respectively. As mentioned earlier, the goal in this stage is
to find the regions bounding the main body of written words.
From Fig.1 (e), by choosing low threshold values, some
regions located between textlines may be incorrectly
selected as the reliable pixels for the skew estimation. On the
other hand, choosing high threshold values creates regions
that do not sufficiently covers the main body of written
words. Fig.1 (f) shows that the threshold value equal to 0.12
creates regions that covers the main body of texts and are
suitable for the block skew estimation stage.

0 L(x,y) <Th
Rey) = {1 I(x,y) =Th “)
where R is the mask image in which the foreground pixels
are the corresponding reliable pixels of I(x, y) which will be
used for the block skew estimation. A sample document
image from the ICDAR13 dataset [33] is deformed by a fish-
eye transformation and used in this paper to demonstrate the
ability of the proposed method in segmentation of complex
text lines. The deformed sample image and its computed
reliable pixels are given in Fig.3 (a) and (b), respectively.

Pixel-level skews are only calculated for reliable pixels
and will be used for the block skew estimation. In other
words, the angles corresponding to only the non-zero pixels
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of R(x,y) are used for the block skew estimation. The pixel-
level skew angles are calculated as follows:

First, I,c(x,y) is filtered by directional 2D Gaussian
filters, G} (x,y), in various directions. Gf is the rotated
version of the basic filter G where t is the rotation angle. G}
is a 2D Gaussian filter whose width is much longer than its
height. The height of G? should be large enough to cover
the text parts of a text line. On the other hand, to avoid
overlapping two consecutive lines, it must be narrow. So the
height of is set to 1.5h... To have a sufficiently elongated
distribution for occurrence of pixels of a text line, the width
of G} is considered to be 10 times higher than its height. The
basic kernel, G?, for a sample text image is shown by a
yellow rectangle in Fig.2(a).
Ilt:(x'y) =IVC(x,y)*G,f(x,y) (5)

Fig.3 (c), (e), and (g) show directional filtered images
corresponding to t =-5,t=0, and t = 5 degrees, respectively.
A morphological opening operation is applied to I (x, y) to
increase differences between values of pixels of the text
regions which are located in the directions around t and the
ones which are in other directions. The structural element,
St, used in the opening process is a directional single-width
straight line in the direction equal to t. The length of St

should be at least equal to W pixels to reduce the

values of pixels of TL parts with skews greater than t + A9
or lower than t — A6 degrees (Fig.3(c)). By assuming
Line_Thickness = h,, and A8 = 5 degrees, the minimum
length of S is obtained equal to 11.5h,. pixels. In our
experiments, the length of S* has been set to 13h,, pixels.

If y(x,y) = If (x,y) o S* (6)

KUV
*’Ra. & =y s
T“{" SR e
%\Q\'}\ TRy ©

(d)

(€)

where (o) is the morphological opening operator. Fig.3 (d),
(F), and (h) illustrate results of applying the opening operator
on Fig.3 (c), (e), and (g), respectively.

If ,(x, y) is then divided to several overlapping blocks. In
a very big block, text line parts may have none-uniform
manners. In other hand, very small blocks contain
insufficient text components for skew estimation and text
region detection. Usually, in a document image, three
successive text lines have similar characteristics. In normal
document images, the vertical distance between successive
text lines is about 3h,. to 5h... To have blocks containing
uniform text line parts, the width of blocks should be no
longer than about 18h,. . Hence, in the proposed method,
the height (Hp) and width (W) of overlapping blocks are set
to 12h. and 15h. pixels, respectively. Also, the
overlapping amount between adjacent blocks is set to 80%.

In our notation, If ,; »(x',y") is a horizontally i-th and
vertically j-th block of If ,(x,y), respectively. (x,y) and
(x',¥") are the coordinates of a pixel in a whole image and
in a text block, respectively. A skew value is assigned to
each pixel of the document image located in non-zero
regions of R(x, y) as follows:

_(t(xy)
Pxy) = {undefined

R(x,y) =1
elsewhere ()
where 7(x,y) is the angle that causes the pixel values of
If ,(x,y) to be the maximum value of If,(x,y) among
various t values.

pyi,j;(7) is the probability distribution of z in @ j(x', y").
pyi,j3(t) is smoothed by a 1x5 averaging mask and yields
Py, j3 (7). Fig.4(a) shows pixel-level skews computed for all
pixels of the instance image. As shown in this figure, the
skews corresponding to the pixels located in the spaces
between text lines are not reliable.

LAY RARE ..z..rn
A ZPIRY =, Ws(|e

AL\ v R {N=

Iyc(x,y)

()

Fig.2. (a)-(c) Vertical centralizing of connected components, (d) Smoothed image. (e) Binarized image of (d) by three different thresholds. (f)

Blue regions contain reliable pixels for the block skew estimation
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(h)

Fig.3. (a) A sample manually deformed document image after CC vertical centralization. (b) Reliable pixels for skew estimation. (c), (e), and

(9) are directional blurred images in directions of -5, 0, and +5 degrees, respectively.

operator on (c), (e), and (g), respectively.

The computed @(x, y) for the sample image is illustrated
in Fig.4(b). Blue pixels in this figure are zero pixels of
R(x,y) and hence, are not used for block skew estimation.
Fig.4(b) shows that the non-zero pixels of R(x,y) are
suitable pixels for block skew estimation. @ 4(x',y") ,
pyi,j3 (1), and py; j1(t) for two instance blocks of Fig.4(b) are
shown in Fig.5. Peak value in py; ;;(7) determines the skew
of the block Ij; ;3 (x, ).
U;j = arg; max{pg (1)} ©)

The skews for two blocks shown in Fig.5(a) and (c) are
estimated equal to +7 and -7 degrees, respectively. Although
the proposed algorithm estimates reliable skews, errors may
occur in some cases. To avoid diffusion of the skew
estimation errors to the following steps, a modified
averaging is applied to the set of calculated ; ; and the final
block skew 6; ; is computed as follows:

D5 .. |9,—05,.]<5°
6 ={ L e wh ©

9: .. else where
514,

where 9, L is the average skew of kxk neighbor blocks

(d), (f), and (h) are the results of applying the opening

around the block Iy; ;.

Fig.6 illustrates ¥; ; and 6; ; computed for all blocks of the
instance image. Black regions in this figure belong to the
blocks for which the number of foreground pixels is lower
than %1 of total number of the block pixels and hence, these
blocks are not processed.

2.1. Text line sub-regions detection

In this step, Iy-(x,y) is first blurred with very long
directional 2D Gaussian filters.
I (x,y) = Ly (x, y) * Gy (x,y) (10)

G%, is a rotated version of G2, . The value of o, should be
small enough to avoid touching the adjacent text lines
(between 0.1k, to 0.4h..). The value of o, should be large
enough (greater than a block width). In our method, the
values of o, and o, are set to 0.2h, and 20 h.,
respectively. The blurred images by applying very long 2D
Gaussian filters in directions of +7 degrees and -7 degrees
on the instance image shown in Fig.3(a) are given in Fig.7(a)
and (b), respectively.

g, ele.
e "_'.-—3—“

-20
mm Not used

Fig.4: Pixel-level skews obtained for all pixels (left) and the ones for reliable pixels (right)
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Fig.5. Block skew estimation. (left column) pixel-level skews of reliable pixels for two sample blocks. (right column) probability distributions of
skew angles (py;,(7), and py; ;3 (z) are illustrated with blue and red markers, respectively)

|

Fig.6. Computed 9;; (a) and 8;; (b) for all blocks of the instance image

The locations of two blocks shown in Fig.5 (a) and (c) are
illustrated by red squares in the blurred images in Fig.7.
Since the skew angle of the block Ij; j(x, y) is estimated and

0; i . .
IVZ',’{L j}(x', y") for detection of text line sub-

regions. This filtered block is de-skewed to have a horizontal
distribution of text line pixels.

known, we use

The differences between pixel values of text line regions
1
VLA{i,j}
directional filtered blocks, Iy, (; (x',¥"). Hence, in
Iy, i 3 (', ¥, text line regions and background are

horizontally separable.

and background in (x',y") are the greatest among all

9. .
Iy (', y") = rotate{l,”,

L{i,j} (x', y,) ’ _ei,j} (ll)

By using suitable local thresholds, more reliable text line
sub-regions are extracted. An adaptive thresholding is used
to extract more accurate text line sub-regions [34]. The
maximum value of each row of I, ; 5(x",y") is stored in
Qq;,j3(x"). The adaptive threshold values are set based on
local peaks and valleys of the Qy; j;. For k-th peak value of
Qgi,j3» Mk , the previous valley, vk, and next valley,vi+1, are
detected and the k-th threshold is computed as follows:

Thy jye = max{0.3(Qq j;(Mi) — qmin) + Qmin »0.02} (12)

Gmin = max{Qq j;(vi) , Qi jy(Vies1)} (13)

In other words, we compute a particular threshold for each
horizontal strip of a filtered block IﬁL‘{i_J-}. The k-th

+10
+8
+6
+4
+2
0

2
-4
6
-8

-10
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horizontal strip is bounded between vy and vi+1. By using
the proposed adaptive thresholding, text regions
corresponding to highly correlated text lines and very short
text lines are accurately detected and extracted. A minimum
value (0.02) is considered for Thy; ;;, to avoid extracting
very weak text regions which are usually resulted from dots,
diacritics, and noise.

To obtain more reliable sub-regions and avoid occurring
faults, for each block, the only sub-regions which are located
horizontally between % W, and %Wb , and vertically between
%Hb and sHb, are considered and the other sub-regions are

ignored. Hy and W are the height and width of text blocks,
respectively.

Fig.7. (top) and (bottom) are the images blurred by applying very
long 2D Gaussian filters in directions of +7 degrees and -7 degrees on
the instance shown in Fig.3(a), respectively.
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The result of the adaptive thresholding of the block I/, (;
is a binary image, B{{J}, containing horizontal sub-regions.
The obtained B{’{ ;) 1 rotated back by 6; ; degrees to create

1%

sub-regions of VLG

0[,' 7 7 ! !
B. " (x',y) = rotate(BgJ-}(x ,¥"),6:5)

) (14

Fig.8(a) and (b) illustrate the extracted text line sub-
regions, Bg‘]’} (x',y"), corresponding to the blocks shown in
Fig.5(a) and Fig.5(c), respectively.

2.2. Text line Region construction

To construct the text line regions of the whole input

image, I(x,y), an empty binary image, B(x,y), is
considered. The corresponding non-zero pixels in
B{gi“']'."}(x’,y’) are set to 1 in B(x,y). Doing the above

procedure for all blocks, B(x,y) is completely constructed
and contains text line regions (TLRs) of the input image. As
shown in Fig.8(c), curved and skewed TLRs are correctly
detected.

In some cases, a small text line may be ignored in the TLR
detection phase. In addition, two text line regions
corresponding to overlapping text lines may connect
together and construct a combined TLR. Moreover, in some
cases, some redundant TLRs may be created. The solutions
proposed to overcome these problems are described in the
following.

2.4.1. Redundant TLR removing

In our method, to remove redundant TLRs, the smallest
acceptable text line is assumed to have at least three CCs.
The length and thickness of a CC are usually around 2h,,

and 0.1h,, pixels, respectively.
(b

(a) )
——

C S

|

‘J

\\

D‘
I

©

|

|

il

|

(d)

Fig.8. (a) and (b) are extracted text line sub-regions corresponding to
the blocks shown in Fig.5(a) and 5(c), respectively. (c) Extracted text
line regions by merging text line sub-regions extracted from the whole
image blocks. (d) Remaining TLRs after redundant TLR removing
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Hence, the smallest text line have about 0.6h2. pixels.
Therefore, a detected TLR whose corresponding CCs have
totally lower than 0.3hZ, pixels is considered as a redundant
TLR. In Fig.8 (c), the marked TLR covers no CCs and is
removed (Fig.8 (d)).

2.4.2. Detection of missing TLRs

To detect missing TLRs, the remaining CCs which are not
covered by the detected TLRs, are considered. This set of
the remaining CCs are divided into a number of subsets in
which the distance between adjacent CCs is no longer than
Rcc.

As mentioned earlier, the smallest acceptable text line
should have about 0.6h2. pixels. To have more reliable
decisions, a subset whose foreground pixels are greater than
0.8h2, pixels is considered as a new text line and its
corresponding TLR is constructed by applying a closing
morphological operator with a structural element of size
1 X h. on the subset.

An instance Chinese document image from the HIT-MW
dataset [35] is shown in Fig.9(a). Blue regions are the current
detected TLRs. The TLR corresponding to the last text line
has not been detected. The subset with large enough
foreground pixels is shown in Fig.9(b). The green region in
Fig.9(c) is the detected missing TLR.

2.4.3. Segmentation of connected TLRs (First phase)

In some cases, adjacent TLRs may incorrectly connect
together. Usually, the thickness of a combined TLR at a
connection area is wider than those of single TLRs.

Hence, in the proposed method, undesirable TLR
connections are detected by comparing the thickness of each
TLR with the global TLR thickness. Usually the variance of
the thicknesses of the detected TLRs are very low. Three
global parameters: TLRs thickness ( Ty z), between-region
space width (Wggs), and between-baseline distance (D)
are calculated as follows:

Dy = argy max {p(d = dg o} (15)
Wigs = arg,, max {p(w = w,(y))} (16)
Trp g = arg, max {P(t =t (Y))} = Dpp — Whgs 7)

where g and y are the index of TLR and the index of the
image column, respectively. d,(y) is the vertical distance
between the center of TLRy and that of TLRg+1 in y-th column
of B. The index of TLRs increases from top to bottom.
w, () is the vertical distance between the most bottom pixel
of TLRq and the most top pixel of TLRg+1 in y-th column of
B. t,(y) isthe vertical distance between the most top pixel
and the most bottom pixel of TLRq in y-th column of B. A
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TLR is considered as a combined TLR if the following
condition is satisfied:
Let (xcue Yeur) be the coordinate of a cutting pixel of

TLRq (which is a combined TLR). y,,; is the y that satisfies
Eq.(18) and x_,; is found as follows:

1
Xeur = SoWeur) + > (Dpp + Trpg) (19)
where S, () is the x-coordinate of the most top pixel in y-th
column of TLRq. The local skew of a TLR around a cutting
pixel (Xcyus Veur) 1S computed as follows:

L——1 Z]——l(HH'ch'Jc) (20)

Peut =
where Ig; ;; is the image block that the cutting pixel is
located near the center of this block.

The cutting procedure is repeated iteratively. In each
iteration, a part of a combined TLR is cut at the cutting pixel
(% cut» Yeur) With respect to the local skew ¢.,; and then a
new cutting pixel is found. The iteration continues until no
new cutting pixel is found. In our method, the cutting length
has been set to 6T, z.

Fig.10(a) and Fig.11(a) show two instance document
images. In both instances, the combined TLRs are correctly
detected. Red points in Fig.10(b) are the locations of cutting
pixels. The green line in Fig.10(c) shows the cutting length
corresponding to the leftmost cutting pixel in Fig.10(b).

HARA PR i T D SRR HBRAULIS S AL o

fg‘ﬁ;ﬁ:ﬁﬁ#ﬁaﬂwinmx Skl
» 7 B B T 2 iR a3 @A,

kR e . ]

WRGA| B A K B0 WS S0, B 5 1B
WEE & R L i AuRBy)
REER B3l Tl
ik,

RELFDLE
1 26Banamah Kibh
0% Whms S Bt i h,

©

Fig.9. Missing TLR Detection (a) An instance Chinese document
image [35]. Blue regions are the current detected TLRs. The last text
line has been ignored in the TLR detection phase. (b) The CCs
subset with large enough foreground pixels. (c) Detected missing
TLR (the green region)

53

Fig.10(d) shows that the first phase of the combined TLR
segmentation algorithm segments TLRs of the combined
TLR in Fig.10(a). For the instance in Fig.11(a), two text
lines have not been completely segmented. Because, not
enough cutting pixels have been found for this combined
TLR. The remaining combined TLR will be segmented in
the second phase (section 2.4.5). In Fig.11, the remaining
connected region of the combined TLR (Fig.11(b)) has been
zoomed and shown in Fig.11(c).

2.4.4. Segmentation of connected TLRs (Second phase)

In this phase, for each column of a TLR, the number of
vertical 0-to-1 transitions is computed and stored in ng(y).
The leftmost column, y., and rightmost column, yg, of a
connection area in a combined TLR can be found as follows

(Fig.11(c)):

yp=min{y |Ins(y) =2 A ng(y+1) =1} (21)

yr =max{y |ns(y) =2 A ns(y—1) =1} (22)
A combined TLR is segmented into two separate TLRs by
using a hypothetical separator line. The coordinates of the
left and right ends of the separator line are (x;,y,) and
(xg, yr), respectively. x; and xj are calculated as follows:

_ sy +er(yL)
L= 2

(23)

_ s2(yr)+e1(¥R)
Xp = —2

(24)
where s;(y) and e;(y) are the vertical coordinates of i-th 0-
to-1 and 1-to-0 transitions in y-th column of a TLR,
respectively. Fig.11(c) shows the left and right ends of the
hypothetical separator line. Fig.11(d) illustrates the result of
the second phase of the combined TLR segmentation
algorithm applied on the remaining combined TLR
(Fig.11(b)).

2.45. TLR length extension

The length of TLRs are extended in both end sides (left
and right) to be sure about a TLR covers the whole length of
a text line, and also to connect two TLRs which are in the
same direction and originally belong to the same text line.
Fig.11(d) shows the extended TLRs.

2.3. CC assignment

By thinning the background of the image containing the
final TLRs, separator boundaries are obtained, by which the
text lines are segmented. Fig.12 shows the separator
boundaries for the instance document image.

Some parts of words may be written in between-text line
spaces and intersect with separator boundaries. In these
cases, it should be decided to which side of the separator
boundary the intersected CC belongs. The intersected CCs
of an instance document image have been illustrated by red
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color in Fig.13(a). In this figure, the blue regions and green
lines are the detected TLRs and the separator boundaries,
respectively.

In our approach, four features (hi, ji, ni, and ci) are
extracted from the intersected CCs of the training set. A
number of rules are extracted from the training samples
based on these features to assign an intersected CC to its
correct text line. Generally, two types of assignments are
considered. An intersected CC may completely assign to one
side of the separator boundary. In addition, it may be
segmented from the intersection point and each part is
assigned to the corresponding text line. The extracted CC
assignment rules are as follows:
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Fig.10. (a) An instance from the ICDAR2009 [32] dataset. (b) Red
points are the cutting pixels. (c) The cutting amount corresponding to
the leftmost cutting pixel. (d) The result of the first phase of
combined TL segmentation algorithm.
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Fig.12. Segmented text lines

if my>3n,) A (c;=0) = (CC->TL,
if (hy>3hy) A (n;>15n,) = (CC->TL,
if (c;=1)A(c;=0)A(n,>15n,) = (C->TL,
if (=D Vv(G,==D] A [(c;=0A(,=0)] = CC->TL,
if (hy>0.4h,) A (h, <0.25h,) A (n, <3h,) = CC->TL,
if (c;=0)A(;=1)AMm,>3ny) = (CC-TL,
if (c4=0)A (cz=1) A (hy >3hy) A (hy <0.4h.) = (CC->TL,
if (c;=0)A(c;=1)A (hy>04h,)A

(hy < 0.25h,) A (ny < 3hg) = (C->TL,

where h; and n; are respectively the height and the number of
pixels of CCP; and CCP; is the part of the CC in i-th side of
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a separator boundary (i=1,2). c¢;and ji are logical parameters.
ci is set when the distance between CCP; and the skeleton of
TL; is lower than 0.2h... ji is set when the CCP; has any
branches or junction points.

Obviously, if none of the above conditions are satisfied,
the intersected CC is not completely assigned to one side of
the separator boundary. Fig.13(b) illustrates the result of the
CC assignment algorithm for the instant shown in Fig.13(a).
In this figure, the parts of the intersected CCs which is
assigned to the same text line have been shown in the same
color. It can be seen that most of the intersected CCs are
assigned to the correct text line.

I1l. EXPERIMENTS

In order to evaluate the performance of the proposed
method, three standard datasets (HIT-MW [35], ICDARQ9
[32], and ICDAR13 [33]) were used. In the ICDAR2013
contest, the set of first 200 document images (from #1 to
#200) was available for participants. The test set consists of
the next 150 images (from #201 to #350) which was not
available. The test set was published after the contest was
completed.

In our experiments, parameters tuning and CC assignment
rules extraction were done by using only the first 200
document images (from #1 to #200) of the ICDAR2013
dataset. The remaining ICDAR2013 document images and
the whole images of HIT-MW and ICDARO09 datasets were
used as the test set. ICDAROQ9 and HIT-MW consist of 100
Latin and 848 Chinese document images, respectively.

The performance evaluation method is based on counting the
number of one-to-one matches between the detected text
lines and the correct text lines in the ground truth [33]. A
MatchScore is used to detect the number of one-to-one
matches. The value of the MatchScore is calculated
according to the intersection of the foreground pixel sets of
the detected and the ground truth text lines.

O ”o( '\Qf\luf}iv {i’\.f‘ot\ To,i o«)
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Fig.13. (top) Intersected CCs with separator lines. (bottom) Result of
the proposed CC assignment algorithm on the intersected CCs
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Let Gj be the set of foreground pixels inside the j-th
ground truth text line, Ri be the set of foreground pixels
inside the i-th detected text line, and T(s) be a function that
counts the number of non-zero members of set s.
MatchScore(i,j) represents the matching amounts of the j-th
ground truth text line and the i-th detected text line [33]:

T(R;NG;NI)

MatchScore(i, ) = T((r0Gj)n1)
L)

(25)

A successful one-to-one match is considered only if the
matching score is equal to or above the acceptance threshold
Ta. The value of the acceptance threshold was considered Ta
=0.95 [33]. Let N, M, and 020 be the number of ground-
truth text lines, detected text lines, and successful one-to-one
matches, respectively. The detection rate (DR) and
recognition accuracy (RA) are defined as follows [33]:

DR =22 (26)
RA =22 27
== (27)

A performance metric FM is defined as follows [33]:

2.DR.RA
FM =
DR+RA

(28)

Our previous work [34] was submitted to the ICDAR
2013 handwriting segmentation contest [33] and won the
first and third places in the overall segmentation and the text
line segmentation competitions, respectively, among 10
professional participant methods. The proposed method
outperforms our previous method as well as other methods.

Experimental results on ICDAR2013 [33], ICDAR2009
[32], and HIT-MW [35] datasets are reported in Table 1,
Table 2, and Table 3, respectively.

TABLE 1
EXPERIMENTAL RESULTS ON THE ICDAR2013 DATASET [33]
DR (%) RA(%) FM (%)

Graph Analysis [28] 76.97 75.44 75.97
CcvC 91.28 89.06 90.16
MSHK 91.66 90.06 90.85
QATAR-a 90.75 91.55 91.15
QATAR-b 91.73 93.14 92.43
NCSR [37] 92.37 92.48 92.43
Algorithm [38] 93.58 92.29 92.93
Dynamic Programming [31] - 93.1
Weighted-Gradient [29] 96.4 94.3 94.8
ILSP [5] 96.11 94.82 95.46
Algorithm [9] 96.37 96.26 96.32
LRDE 96.94 97.57 97.25
TEI [39] 97.77 96.82 97.30
IRISA [40] 97.85 96.93 97.39
CUBS [16] 97.96 96.94 97.45
LAG-Horizontal [25] 97.51 97.73 97.62
Ziaratban [8] 98.02 98.05 98.04
GOLESTAN-a,b [34] 98.23 98.34 98.28
NUS 98.34 98.49 98.41
LAG-Vertical [25] 98.45 98.68 98.56
INMC [36] 98.64 98.68 98.66
Proposed method 99.16 99.24 99.20
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TABLE 2
EXPERIMENTAL RESULTS ON THE ICDAR2009 DATASET [32]
DR (%) RA (%) FM (%)
Algorithm [41] 77.59 77.21 77.40
Algorithm [42] 94.47 94.61 94.54
Algorithm [10] 95.86 95.51 95.68
Algorithm [38] 98.31 98.05 98.18
Algorithm [43] 98.59 98.59 98.59
GOLESTAN-a,b [34] 99.10 98.94 99.02
ILSP [5] 99.16 98.94 99.05
Ziaratban [8],[44] 99.33 99.28 99.31
CUBS [16] 99.55 99.50 99.53
INMC [36] 99.60 99.63 99.62
Proposed method 99.61 99.69 99.65
TABLE 3
EXPERIMENTAL RESULTS ON THE HIT-MW DATASET [35]
DR (%) RA(%) FM (%)
Algorithm [1] 65.38 55.62 60.11
Algorithm [3] 92.07 92.28 92.17
Algorithm [45] 95.92 96.86 96.39
Algorithm [10] 98.03 97.53 97.78
Ziaratban [44] 98.34 98.25 98.30
Ziaratban [8] 98.66 98.58 98.62
Algorithm [38] 99.68 99.75 99.71
INMC [36] 99.78 99.88 99.83
Proposed method 99.80 99.90 99.85

The results reported in Table 1 were taken from [33]
and the ones in Table 2 and Table 3 were taken from [36].
The overall performance of the proposed method was
obtained 0.54% greater than that of the INMC method [36]
on the ICDAR2013 dataset. All parameters of our method
were set based on the overall height of CCs for each
document image and hence, no manual parameter tuning
was done for applying the method on various datasets. The
proposed method presented the best performance on three
different datasets. The reason is the method considers both
global and local features of document images. Our block
based approach makes us to segment multi-skewed text
lines. By using suitable directional 2D anisotropic Gaussian
filters with proper parameters, overlapping and connecting
text lines were accurately segmented. Another approach
proposed to improve separability of overlapping TLs is the
vertical centralization of CCs.

Variations of detection rate (DR), recognition accuracy
(RA), and performance metric (FM) versus six different
acceptance threshold values on three datasets have been
illustrated in Fig.14. As can be seen in Fig.14, by
considering the acceptance threshold equal to 90%, the
performance of the method improves and reaches near
99.8% for all three datasets. It demonstrate that the proposed
method accurately has detected TLRs and segmented text
lines.

A document image with FM value lower than 100% is
considered as a text line segmentation error. Fig.15 and
Fig.16 illustrate some of these errors. Generally, two types
of errors were seen in the segmentation results. The number
of errors occurred in each dataset are reported in Table 4.
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Fig.14. The detection rate (DR), recognition accuracy (RA), and
Performance metric (FM) variations vs. various acceptance threshold

values obtained on (a) the ICDAR 2013 [33], (b) ICDAR 2009 [32],
and (c) HIT-MW datasets.

From Table 4, only 14 small text lines out of 13518 text
lines were not correctly detected. As shown in Fig. 16, the
text lines of these documents were correctly detected. But
the MatchScore of some of the detected text lines were
obtained a little lower than 95%. The problems of detecting
very small missing text lines and increasing the MatchScore
of the overlapping text lines can be solved by applying some
post-processing.

To evaluate the robustness of the proposed method about
the skews of handwritten text lines, another experiment was
performed. In this experiment, both handwriting images and
ground truth files of the ICDAR2013 dataset were rotated
manually with various skews. The results of the text line
segmentation of these rotated documents have been reported
in Fig.17. The results in this figure demonstrate that the
proposed method accurately segments the rotated text lines.
The text line segmentation performance (F-Measure) of the
proposed method is upper than 98% even for the documents
manually rotated by +/-20 degrees. The segmentation results
of two highly rotated documents have been illustrated in
Fig.19. The documents shown in Fig.19(a) and (b) were
manually rotated by -15 and +20 degrees, respectively.
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In order to illustrate the benefits of the proposed method
compared to our previous methods ([8] and [34]), two other
comparisons were performed on manually complicated data.
The first comparison was done on manually rotated
documents of the ICDAR2013 dataset. Fig.18 shows the F-
Measure values vs. skew angles obtained by Ziaratban [8],
GOLESTAN-a,b [34], and the proposed method.

The second comparison was performed over manually
distorted documents of the ICDAR2013 dataset and the
results have been reported in Table5. The manually
distorted documents are available for research purposest.
Fig.20 shows some manually distorted documents. The
results in Fig.18 and Table 5 demonstrate that the proposed
method outperformed the methods proposed in [8] and [34].
Some novelties of the proposed method compared to the
previous methods ([8],[34]) which caused significant
performance improvement (particularly in complicated
document images) are as follows:

e Vertical centralization of text parts

Pixel-based block skew estimation and skew
correction (Fig.6)

Redundant TLR removing

Detection of missing TLRs

Segmentation of connected TLRs

CC assignment

CONCLUSION

In this paper, we proposed a script-independent text line
segmentation method for handwritten documents. Local
skews were estimated and used to overcome the challenge
of curved and multi-skewed text line segmentation. Our
proposed skew estimation algorithm is based on pixel-level
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skews which is only calculated for the pixels with high
probability of occurrence in final text regions. Directional
2D Gaussian filters were used to emphasize the regions
containing texts and to decrease the effect of pixels located
in between-text line spaces. The proposed algorithm for
vertical centralization of CCs improved separability of the
overlapping text lines. Both vertical centralization and pixel-
level block skew estimation methods have been proposed in
this manuscript and have not been introduced and used
before. By applying an adaptive thresholding algorithm to
the directional filtered blocks, text sub-regions for each
block were detected. Text regions were constructed by
merging all detected sub-regions.

TABLE 4
NUMBER OF TEXT LINE SEGMENTATION ERRORS
# of 4 of #of # (.)f. # .ofdocuments
. . remaining with FM<100%
Dataset document text missing .
images  lines TLs combined caused by
& TLs overlapping CCs
ICDAR2013 150 2649 2 0 9
ICDAR2009 100 2249 0 6
HIT-MW 848 8620 10 0 5
Total 1098 13518 14 0 20
TABLE 5

EXPERIMENTAL RESULTS ON MANUALLY DISTORTED IMAGES OF

ICDAR2013 DATASET
. GOLESTAN-a,b Proposed
Ziaratban [8] 34] method
ICDAR2013 [33] 98.04 98.28 99.20
Manually distorted 80.37 82.86 90.84
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Fig. 15. Missing text lines

! http://uupload.ir/view/xau2_distorted_document_images_of_icdar2013.rar
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Fig. 16. The text line segmentation errors arise from the highly overlapping CCs. (left column) ground truth files. (right column) the proposed
text line segmentation results.
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Fig. 17. The text line segmentation performance of manually skewed
document images of the ICDAR2013 dataset
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Fig. 19. The text line segmentation results of manually skewed

Fig. 18. The text line segmentation performance of manually skewed
documents by (a) -15 and (b) +20 degrees

document images of the ICDAR2013 dataset
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Fig. 20. Some manually distorted images of ICDAR2013 documents

A combined text region segmentation and a small missing
text region detection algorithms were proposed to improve
the text region detection accuracy. Moreover, the proposed
CC assignment method decided about the CCs which had
junctions with text lines separator boundaries. All the
parameters of our method were tuned based on a global
parameter which was calculated for each document image,
separately. Experimental results showed that the proposed
method outperformed all the previous state-of-the-art
methods. The good results over three standard datasets
including documents in different languages and with wide
varieties in writing styles demonstrated that our method is a
script and dataset independent method. In addition, the
results on manually skewed and distorted documents (Fig.
18 and Table 5) proved that the proposed method can
accurately segment text lines of complicated documents.
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